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Executive Summary
The general objectives of the project entitled “Development of a novel, near-real-time approach to geothermal seismic exploration and monitoring via ambient seismic noise interferometry” were to (1) build and test a new-generation seismic system that is capable of acquiring, transmitting, and processing seismic data in near-real-time, (2) apply the new technology in a geothermal field setting to investigate the possibility of extracting supplementary seismic parameter information from ambient seismic noise surveys by exploiting opportunities for adapting survey acquisition parameters provided by near-real-time data processing. The project has two Budget Periods; in Budget Period 1 we designed, built, and tested a 20-node array, in Budget Period 2 we will scale up to ~150 nodes and longer aperture.

In Budget Period 1 we performed the system integration and testing of an inexpensive strategy for automating data acquisition, distribution, and processing of ambient noise using industry-standard, widely-available instrumentation (Reftek 130-01 digitizers and 4.5 Hz geophones).  Our solution utilizes an inexpensive embedded system (Raspberry Pi 3 Model B), which is configured to acquire data from the Reftek and insert it into a decentralized, horizontally-scalable, fault-tolerant big data store called Apache Cassandra. Cassandra distributes and maintains up-to-date copies of the data through a Wi-Fi network. With its tunable consistency levels and replication factors, Cassandra enables efficient multi-station computations. At regular intervals, data are extracted from Cassandra and used to compute Green’s functions for all receiver pairs.  Results are reviewed and progress toward convergence can be assessed and messages can be sent that summarize the array’s performance, data metrics, and state of health.
We successfully built and tested a 20-node RaPiER array at Eastland Lakes (Waco, TX) and the Soda Lake Geothermal Field (Fallon, NV). Overall, the array performed its data acquisition and processing functions well in both locations; virtual source gathers (Green’s Functions) were computed hourly in near-real-time. We confirmed that the relatively inexpensive Raspberry Pi processors are able to perform their data acquisition, handling, telemetry, and processing functions easily in the configuration called for in our system design, so the advantages of real-time, in-field processing were realized. These advantages include continuous assessment of results and opportunities to re-deploy stations in more optimal configurations depending upon characteristics of the ambient noise field, and options to leave the array in place longer (or shorter) than originally planned and high levels of confidence that survey objectives have been achieved before the decision is made to demobilize the array. 


Introduction
“Seismic interferometry” (SI) seeks to determine Earth’s impulse response via cross-correlations of ground-motion data recorded at sets of seismic stations. In a typical SI approach, one station serves as a “virtual source” and the others as receivers and the resulting “virtual source gather” that is obtained from the cross-correlation of signals represents the seismic response of the subsurface structure between the virtual source and the receivers. The virtual source gather is also called the “Green’s function”. Seismic interferometry techniques are used for a variety of applications, including reconstructing the Earth’s layering, seismic tomography, monitoring subsurface changes in, for example, volcanoes or reservoirs, and retrieval of surface wave group and phase velocities in the form of dispersion curves (Bensen et al. 2007, Lehujeur et al. 2017, Sabra et al. 2005, Xu et al. 2012). It has been shown that ambient wavefields are dominated by Rayleigh waves (Shapiro and Campillo 2004; Gouédard et al. 2008) but body waves, which are superior to surface waves for exploration applications, can also be retrieved from ambient noise (e.g., Snieder 2004; Weaver and Lobkis 2005; Stehly et al. 2008; Takagi et al. 2014). Draganov et al. (2009) showed that body waves typically dominate ambient seismic noise at frequencies higher than 6 Hz; other workers found they body waves can be found using special processing techniques at lower frequencies (Ruigrok et al. 2011; Nakata et al. 2016).
Approaches to seismic interferometry fall into one of several general types, depending on the type of source involved and the data used (Snieder and Wapenaar 2010). Active-source seismic interferometry is based on the redatuming of signal recorded from active sources (e.g., Vibroseis, accelerated weight drop, dynamite, airguns, etc.). Passive-source seismic interferometry involves ambient noise sources and microseisms as its sources. Passive seismic interferometry can be further divided into two categories based on whether the source is transient or ambient. Earthquakes are transient sources whereas noise generated due to, for example, trains on railway tracks, traffic on roadways, storms in the ocean, interaction of the ocean with the crust, are more ambient in nature.
Applications of seismic interferometry differ for active-source seismic interferometry and passive-source seismic interferometry. In the case of active source seismic interferometry, cross-correlations are computed and summed over different source positions (Claerbout 1968). In contrast, passive seismic interferometry does not involve summation over the sources because the correlations are a superposition of simultaneously acting uncorrelated sources (Draganov et al. 2009; Wapenaar et al. 2010; 2011). 
Cross-correlations between time series recorded at two stations over a range of time lags obtained are “stacked” (summed) to improve signal-to-noise and suppress random noise. Ideally the stacks will converge to an accurate estimate of the stations’ Green’s function (Poli et al. 2012). Green’s functions are approximate because of their accuracy depends on a few assumptions that are rarely fulfilled completely that sources are distributed homogeneously around the two stations and that source signatures are perfect delta functions. In the real world, source distributions are always heterogeneous, most sources’ signatures (mechanisms and time functions) are not so simple, and subsurface structure varies between stations. Regardless, these conditions are often satisfied sufficiently well that Green’s functions estimated via SI represent a useful image of the subsurface. Further, by continuing to stack additional cross-correlated data over longer and longer time intervals, the Green’s functions can become a better and better representation of subsurface structure. 
Green’s functions can be used to infer subsurface geological structures based on changes in the relative speeds of body waves and surface waves. The low-frequency characteristics of body waves are used for imaging deeper Earth structures. Furthermore, ambient noise techniques can be used to obtain waveforms where acquisition using active sources would not be permitted. They can be used, for example, for permanent monitoring of reservoir production, time lapse passive seismic imaging, and for CO2 sequestration surveillance (Draganov et al. 2009), or assess seismic hazard in densely populated metropolitan areas (Viens et al. 2009).
Ambient noise interferometry differs from traditional seismic exploration methods in that it does not introduce seismic sources to interrogate subsurface Earth structure. Instead, it records ground motion continuously for a period of time and performs processing (largely consisting of cross-correlations) between time series recorded at different locations to identify waves that traverse the array. By eliminating the need to provide a seismic source, the costs, logistical efforts, and environmental consequences of seismic surveys can be reduced substantially. 
The most common strategies for ambient noise interferometry allow for its application only after the data have been acquired and fieldwork has been completed. This is a disadvantage because the basic principle of SI is stacking of cross-correlations and autocorrelations over a “long enough” time interval, leading to time series that converge to the inter-station Green’s function. The optimal length of the recording period depends on the characteristics of ambient noise at the site, which vary over time and are therefore not known before data acquisition. Data acquisition parameters, including deployment duration, sample interval, plus instrument configuration, spacing, and gain, among other parameters, cannot be planned in ways that will ensure success while minimizing cost and effort. Experiment durations are typically either too long, which renders them more expensive than necessary, or too short, which risks failure to achieve the experiment’s objectives. Automated, in-field processing can provide inter-station Green’s functions in near-real-time, allowing for the immediate evaluation of results and enabling operators to alter data acquisition parameters before demobilizing the instruments.
Project Objectives
The project’s general objectives were to (a) build and test a new-generation seismic system that is capable of acquiring, transmitting, and processing seismic data in near-real-time, (b) apply the new technology in a geothermal field setting to investigate the possibility of extracting supplementary seismic parameter information from ambient seismic noise surveys by exploiting opportunities for adapting survey acquisition parameters provided by near-real-time data processing. The project has two Budget Periods; in Budget Period 1 we designed, built, and tested a 20-node array, in Budget Period 2 we will scale up to ~150 nodes and longer aperture.
Budget Period 1 objectives were to (1) conduct project management and planning both internally and with the U.S. Department of Energy (DOE), (2) develop and build a 20 RaPiER nodal seismic system, (3) test and troubleshoot the 20 RaPiER system in Waco, Texas, (4) test and troubleshoot the 20 RaPiER system at the Soda Lake Geothermal Field near Fallon, NV. Each of these objectives were successfully achieved. In the following sections we describe our efforts to create an inexpensive system to perform automated SI acquisition and processing and two successful field tests of a 20-station RaPiER system.
ZZ 2017-18: Eastland Lakes Field Test (Waco, TX)
Figure 1 shows the locations of Baylor’s Eastland Lakes facility, the deployment geometry. Table 1 lists the station locations, along with serial numbers of major components (for use in troubleshooting any issues encountered later).
Summary of Events
30-31 May 2017
· Mobilize equipment from the Baylor Geophysical Lab and Carlile Geological Research Building to the Eastland Lakes facility (Figure 1)
1 June 2017
· Survey the array line and station sites
· Deploy 20 nodes RaPiER nodes at Eastland Lakes
· Deploy, establish, and test telemetry
2 June 2017
· Evaluate Raspberry Pi Enhanced Reftek (single node) data acquisition (i.e., RTPD archive)
· Evaluate automated Cassandra multi-node / multi-data center data ingest, synchronization, query, and extract
· Diagnose & troubleshoot RaPiER nodes (e.g., Cassandra, RTPD, telemetry, etc.)  
3 June 2017
· Evaluate automated “csv to mseed” conversion (i.e., ObsPy)
· Evaluate automated seismic processing (i.e., MSNoise)
· Recover RaPiER nodes & telemetry
4 June 2017
· Review RaPiER node single node performance
· Review RaPiER node multi-node / multi-data center performance
· Diagnose, troubleshoot, and/or repair/replace problematic nodes
· Evaluate automated data conversion and processing (i.e., seismic)
5 June 2017
· Demobilize equipment 
· Return site to original condition
· Assess condition of equipment, repair as necessary, and store in Carlile and Baylor Science Buildings
Issues
i) Power
Power systems performed well, with battery voltages dropping modestly (i.e., ~ 0.4 volts) over 24 hours of continuous operation (without solar panels recharging batteries).
Telemetry bandwidth appeared more than adequate for data (i.e., one channel, at 100 sample/s sample rate) transfer and command and control.  We experienced issues connecting to nodes via ssh from the central hub; however, it is likely that these issues were related to network compartmentalization rather than network drops.  Wi-Fi dongles performed reasonably well overall but were affected by the high ambient temperatures to which they were exposed at Soda Lake (at least 45 C inside the instrument boxes) and occasionally the Raspberry Pi would fail to initialize the Wi-Fi dongle after a reboot.  A subsequent reboot(s) was required to properly initialize the Wi-Fi dongle.  It is possible that this is a low-power issue related to the three-amp limit of our DC-to-DC converter.
RaPiER single node data acquisition performed well.  However, the RaPiER node RTPD archive status files became corrupted several times and had to be rebuilt for Reftek data acquisition to continue.  The RTPD archive status file corruptions were likely due to RaPiER reboots.  Of the 20 nodes, only two nodes experienced Reftek data loss over the course of ~18 hours of continuous acquisition.
Data Products
Figure 5 shows a source gather for hammer blows generated at station 11. Times of all hammer blows shots are listed in Table 2. Arrivals that marked a compressional wave with a velocity of 520 m/s are indicated. Hammer blows were performed to test and calibrate all the instruments and to help identify waves that are identified in virtual source gathers that are produced with ambient noise.
Figure 6 shows virtual source gathers (VSGs) generated at Eastland Lakes after 25 hours of data acquisition. VSGs are produced automatically after each hour of data acquisition by the RaPiER array. However, each hour’s data is added to all data recorded previously and the complete dataset is processed after each hour. Over time, the VSGs are expected to converge to optimum Green’s functions as waves arriving from off-axis cancel each other out and new, on-axis sources contribute additional arrivals that stack constructively with previous arrivals. 
In Figure 6, each virtual source location is indicated at the top of each figure and the distance of each station from the virtual source location is indicated as “offset”.  The y-axis refers to time lag (and is offset by +10 s): 10 s corresponds to zero lag, 0 s corresponds to -10 s, and 20 s refers to +10 s lag. Virtual source gathers are sometimes folded about the zero time lag but we prefer the unfolded presentation because it gives a sense of the directionality of the approaching waves. Waves that approach from and off-axis direction are expected to cancel out, but waves that traverse the array along its axis in opposite directions will stack to opposite sides of the zero time lag (i.e., a wave traveling from, for example, left to right will have negative time lags for the virtual source at right while a wave traveling from right to left will have positive time lags for the virtual source at the right).
For example, Figure 6a shows the VSG for station 1 (IP address 131, see Table 1 for the correspondence between station numbers and IP addresses). The geophone at station 1 appears to have been poorly coupled to the ground compared to the majority of the other stations’ geophones. Nevertheless, arriving waves are still in evidence and a rough moveout (change in time of arrival with distance) can begin to be discerned. Station 2 (Fig. 6b) shows moveout more clearly. Recall that the plots could be folded about the axis at time of 10s. This VSG is a good candidate for such a fold because some of the arrivals would cancel while others would superimpose constructively. However, there are also advantages to leaving the plot’s unfolded presentation, including the fact that the directionality of the wavefield can be seen more clearly. As will be shown in the Soda Lake results, longer recording durations make the fold less necessary and less desirable. Note that trace “28” (Station 5) appears to be unusually noisy in Fig. 6b but that is partly because the plots are trace-normalized and the arrival at 10s (zero lag) is small. However, that is likely because the geophone at Station 5 also suffered from poor coupling (it was placed at the gravel edge of a paved road, unfortunately, which often results in poor coupling). Station 5 is also quite noisy, although it also shows clear arrivals, in other VSGs. Figure 6e shows the VSG for Station 5 (IP address 128), which is also quite noisy. We attempted to troubleshoot the station, its cables, and geophone but none of our efforts produced a significant improvement. Also, the data used to produce these VSGs represents the total amount of data acquired during the test, so changes that resulted from troubleshooting are included with the problematic data. As a result of our experience with the Eastland Lakes deployment we subsequently developed a set of real-time assessment tools, including data metrics, which we employed at Soda Lake.  These allow us to identify issues and respond more quickly than previously.
The VSGs become more rich and complex from Station 11 (IP address 125, Fig. 6k) to Station 1 (IP address 142, Fig. 6s). Multiple arrivals appear prominently in, for example, Stations 16 (139, Fig. 6o) and 18 (141, Fig. 6q), among others. These occur during a section of the line that is clearly a low-lying, now silted, settling pond. It rained heavily overnight during our survey and this part of the line filled with water, so some of our data were acquired before this rain and roughly ten hours occurred during and after the rain. (However, another heavy rain had occurred 4-5 days prior to our deployment, so the water table was already high.) Our RaPiER array performed well during the rain, although the Rubbermaid Actionpackers we used are not intended to be waterproof.
The Eastland Lakes deployment was intended to test the RaPiER array’s functionality, including data acquisition, telemetry, and processing and an assessment of the data products. While the ultimate goal of deployment was to produce VSGs, the clarity, impulsiveness, and number of arrivals identified in those VSGs was not paramount. The VSGs in Figure 6 show asymmetric arrivals; the asymmetry is caused by waves arriving from directions other than along the axis of the array and not being canceled by arrivals from their opposite direction (i.e., 180° azimuth). Such asymmetry is sometimes unavoidable when working with ambient noise, since we cannot control the locations of sources, but if the array is left in place longer these wayward arrivals are more likely to be canceled. The levels of noise on the VSGs will likewise decrease with greater deployment duration, further, the peaks of arrivals will sharpen, and the number of “events” (arriving waves) will increase. All of these desirable effects are demonstrated in the VSGs from the Soda Lake deployment shown in Figure 11.
Overall, the results of the Eastland Lakes test were successful in that they produced clear arrivals with consistent moveout across the array, allowed us to determine a reasonable Vp/Vs ratio to begin 2D modeling, and identified several issues that needed to be addressed to improve the RaPiER’s performance. Most importantly, however, it led to the conclusion that the strategy we proposed and design we created and realized for automated seismic interferometry is workable, useful, and inexpensive. Computations were performed in a more timely manner than anticipated, producing results more quickly after data were acquired than we had expected originally.
Issues that needed to be addressed included a) improving the robustness of connections and, ideally, components such as the Wi-Fi dongles, b) leaving the array in place for a longer duration (to allow off-axis waves to cancel, and c) developing real-time quality control metrics and figures that allow us to identify shortcomings easily. Complete failures are easy to spot but “less-than-ideal” data quality is less so. However, with the real-time assessments we developed after Eastland Lake and Soda Lake (e.g., the norms shown in Figure 12), we can mobilize troubleshooting efforts more quickly and focus on the offending components or issues more acutely.

XM 2017-18: Soda Lake Field Test (Fallon, NV)
Summary of Events
12-16 June 2017
· Gather, pack and load equipment from the Baylor Geophysical Lab and Carlile Geological Research Building onto rented truck
19-20 June 2017
· Drive from Waco, TX to Fallon, NV
21 June 2017
· Arrive on site at Soda Lake Geothermal Field
· Receive site-specific safety training from Cyrq Energy employees
· Identify route to deployment location
· Transport equipment to staging area
· Stage assembly location and central operations area
· Survey seismic line, twenty station locations at 30 m spacing, with transit and tape measure
· Assemble 20 stations
· Each station consists of an antenna, battery, charge controller, DC/DC converter, enclosure, geophone, Reftek 130-01 digitizer/recorder, RaPiER, and switch 
· Install twenty stations. Geophones are placed in a hole and covered with 6-8 inches of soil.
· Install telemetry infrastructure
· Access point, antenna, masts, repeater #1, repeater #2, & router
22 June 2017
· Establish network connectivity (i.e., Wi-Fi)
· Access point, Raspberry Pi, repeaters, & router  
· Configure and initialize data acquisition (i.e., Reftek 130-01)
· Updated for Soda Lake
· Configure and initialize Cassandra
· Updated for Soda Lake
· Test Cassandra, data acquisition, & Wi-Fi
· Troubleshoot issues (i.e., Cassandra configuration, network connectivity, & power) 
23 June 2017
· Re-establish/reinitialize Cassandra, data acquisition, & network connectivity
· Test block (i.e., ~16 hours)
· Test Block #1 – Geophones, Reftek 130-01 with gain set to 1
· Start ~0000 hours June 24, 2017 UTC / ~1900 hours June 23, 2017 PT
24 June 2017
· Test blocks (i.e., ~4 hours)
· Test Block #1 – Geophones, gain x1
· End ~1530 hours June 24th, 2017 UTC / ~0930 hours June 24th, 2017 PT
· Test Block #2 – Silicon Audio no gain, Reftek 130-01 gain x1
· Start ~1530 hours June 24th, 2017 UTC / ~0930 hours June 24th, 2017 PT
· End ~1730 hours June 24th, 2017 UTC / ~1130 hours June 24th, 2017 PT
· Test Block #3 – Silicon Audio gain, Reftek 130-01 gain x32
· Start ~1730 hours June 24th, 2017 UTC / ~1130 hours June 24th, 2017 PT
· End ~1930 hours June 24th, 2017 UTC / ~1330 hours June 24th, 2017 PT
25-27 June 2017
· Depart Fallon, NV and drive to Waco, TX
Data products
The Soda Lake test site is shown in Figure 7; the RaPiER array configuration is shown in Figure 8. Note that the geothermal plant operated by Cyrq Energy is roughly 2.5 km from the end of the deployment, and is nearly aligned with the axis of the array. The plant is likely to be a source of energy recorded by the array but whether this may or may not be beneficial. Its seismic energy is more likely to be partitioned into surface waves than body waves and is therefore less useful for reflection imaging.
Stations are identified by both a sequential number (1-20) and an IP address. The correspondence between these two sets of numbers is shown in Figure 7 and listed in Table 3, which also records the serial numbers of each station’s major components. 
Each station’s Reftek 130-01 digitizer is programmed to produce data files of 5 minutes duration. A continually-running process on the RaPiER (‘cron job’, in Linux language) writes each file to the RaPiER’s Micro SD card. An example of a five-minute data file written by a Reftek in its native (RTP) format is shown in Figure 9. 
The data are then inserted into Cassandra and another cron job extracts data from Cassandra in 1-hour intervals and converts the data to “miniseed” format. Miniseed is a standard binary format that is widely used in seismology and is the format required by MSNoise, the program we use to compute and stack cross-correlations. Miniseed files in our implementation are “cumulative”, in the sense that the file produced at each hour for each station contains the total amount of data recorded by that station since the SI processing “block” was started. For example, the RaPiER array computes the first set of Green’s functions two hours after recording has begun and then computes a new set every hour after that. At hour 2, two hours’ of data are processed. At hour 3, three hours’ of data are processed: the same two hours that were processed previously plus additional data that were recorded in the intervening hour. At hour 4, four hours’ of data are processed…and so on.  While this is computationally inefficient, the time required to perform all the computations is negligible, even on the Raspberry Pi 3 processors, and it minimizes demands for RAM on the processors.
Figure 11 shows virtual source gathers (Green’s functions) in which each station serves as a virtual source. Figure 11a, the VSG for station 121, shows a strong arrival at positive time lags that traverses the entire array. Another strong arrival appears at negative time lags from Stations 12-20 (IP addresses 129-121) but that one folds into the positive-lag arrival and therefore represents the same “event” (wave arrival). There are additional hints of both earlier (faster) arrivals and later (slower) arrivals at positive time lags. Figure 11b, the VSG for Station 19 (IP address 122), shows the same strong arrival as in VSG 121 (Station 20) but the faster arrival is much clearer, as well. Later events are less clear than in VSG 121. As the virtual source moves from right to left in Figures 11a-i, the arrival from the opposite end of the line (the wave arriving at negative time lags) remains clear. However, the arrival is much less clear in Figures 11j-t. There are other differences as well. Figures 11a-i clearly show later arrivals on the left side of the line (negative offsets) whereas later arrivals on Figures 11j-t are much less clear. Given that the events appear on other VSGs, they must also exist on Figures 11j-t and their amplitudes could probably be boosted with additional processing. Note the tendency of the traces at greatest offsets from the virtual source in each gather to have the greatest levels of noise. This just reflects the drop-off in amplitude as a function of distance. Each Green’s function (trace) on each gather is normalized to its greatest amplitude, so the appearance of more noise on distant traces indicates the smaller difference between noise and wave amplitudes at that distance. The absolute amplitudes of noise are likely to be the same on each trace for a given VSG.
Note the improved appearance overall of the VSGs produced at SLGF (Figure 11) compared to those produced at Eastland Lakes (Figure 6). The improvement is due to the longer deployment duration (45 hours vs. 25 hours) but also is due to the frequency content and directionality of the ambient noise at each site. The sandy soil in which we installed geophones should have produced less strong coupling than at Eastland Lakes (where soils had a much greater clay content) but that is not evident in the VSGs. It’s possible the longer deployment duration (i.e., greater “fold” of the stacks) overwhelmed the lower amplitudes produced by poor coupling. Or perhaps the coupling was comparable for the vertical components at each location and the difference will be confined to the horizontal components (which we have not worked with yet). Regardless, the difference between the two sets of VSGs highlights the need for an automated, near-real-time acquisition and processing system. Ideally, one would not want to end the Eastland Lakes deployment after 15 hours and the SLGF deployment may have gone on longer than was necessary. In section 4, below, we will discuss Green’s function convergence in more detail. We will show, in particular, that 20 hours might well have been adequate for the deployment at SLGF even though 25 hours was (most likely) not adequate to characterize the subsurface at Eastland Lakes.
Issues that affected data acquisition and data quality
i) Data
The last 2.5 seconds of every five-minute Reftek Protocol (RTP) file were not properly parsed and inserted into Cassandra.  This likely occurred due to a bug in the Python parsing script.  The total percentage of RTP data lost due to this bug is approximately 0.83%, so it did not affect the results (and all the RTP data are preserved, as well, so no data were lost). Nevertheless, we intend to rework the parsing script to properly handle the last 2.5 seconds of every RTP file.   
ii) Power
The Micro-USB B Connector to DC power, via DC-to-DC (i.e., 12 Volt to 5 Volt) converter that we fabricated “in-house” caused power issues.  These issues caused intermittent drops in data acquisition and network connectivity.  The relatively low quality connectors (i.e., Micro-USB B) were often damaged during connection or disconnection to the Raspberry Pi and small movements of the damaged connector subsequently caused unplanned power cycling.  A sporadic loss of data resulted from the Raspberry Pi being powered down or the RTP files being corrupted during power cycling.
We also observed, while troubleshooting, that the USB Wi-Fi dongle occasionally did not power up correctly during the initial boot of the Raspberry Pi.  This issue occurred randomly, approximately 10-15% of time, while using the power cables we fabricated “in house”.  It is possible that the 3 Amp limit of the DC-to-DC converter is insufficient.     
iii) Telemetry
Although telemetry bandwidth was more the sufficient for our needs (i.e., one channel at 100 samples per second), we experienced multiple instances of “compartmentalization” in the Wi-Fi network.  Compartmentalization prevented stations, connected to different repeaters, from communicating as expected.  We spent a considerable amount of time troubleshooting the access point, repeaters, and the router; however, we were unable to diagnose and reconfigure the network to eliminate compartmentalization reliably.  
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Tables

Table 1. Locations RaPiER data acquisition nodes and serial numbers of components deployed at each location during the Eastland Lakes field test (Baylor University, Waco, TX). "DAS" is an acronym for "Digital Acquisition System" and refers to the Reftek digitizer/recorder. Here “GPS” refers to PASSCAL’s inventory number of the Global Positioning System receiver (which is attached to the DAS).

	Station
	Latitude
	Longitude
	DAS
	Sensor
	GPS Clock
	IP Address

	1
	31.514269
	-97.082426
	9792
	6350
	1002620
	131

	2
	31.514358
	-97.082526
	9689
	2433
	1003068
	132

	3
	31.514448
	-97.082654
	965F
	2543
	1003582
	129

	4
	31.514533
	-97.082748
	938D
	G203
	1008652
	133

	5
	31.514640
	-97.082882
	947D
	2534
	1001417
	128

	6
	31.514722
	-97.082973
	909A
	2452
	1002968
	134

	7
	31.514827
	-97.083090
	9414
	2596
	1008665
	127

	8
	31.514924
	-97.083219
	944F
	2465
	1001159
	135

	9
	31.515022
	-97.083320
	A041
	K130
	1003095
	126

	10
	31.515121
	-97.083434
	9960
	2365
	1001415
	136

	11
	31.515215
	-97.083550
	9DDE
	K8
	1008675
	125

	12
	31.515305
	-97.083668
	9692
	2530
	100135
	137

	13
	31.515404
	-97.083772
	951A
	2432
	1002624
	124

	14
	31.515497
	-97.083870
	9D5F
	K120
	1008653
	138

	15
	31.515597
	-97.083990
	9417
	2381
	1001168
	123

	16
	31.515690
	-97.084104
	A211
	2386
	1002632
	139

	17
	31.515788
	-97.084214
	9D26
	K177
	1009078
	122

	18
	31.515878
	-97.084322
	940F
	K159
	1003027
	141

	19
	31.515972
	-97.084441
	913E
	2451
	1002654
	121

	20
	31.516061
	-97.084541
	ACC7
	2411
	1008682
	142




Table 2. Times of hammer blows during the Eastland Lakes deployment. All times are Central Time (UTC-5 hours). On Friday, June 2, 2017, gains were set to 1 and on Saturday they were set to 32 to determine the best setting for ambient noise studies. On Friday we started the hammer blows at shotpoint (station) 5; on Saturday we started at shotpoint 1. There is probably a recognizable source just before each the first shot, produced when we tossed the heavy steel plate on the ground.

	 
	Friday, 2 June 2017 
	Saturday, 3 June 2017

	 
	Gain set to 1
	
	Gain set to 32

	Shotpoint
	Shot 1
	Shot 2
	Shot 1
	Shot 2

	1
	16:40:49
	16:40:52
	10:56:25
	10:56:31

	2
	16:39:57
	16:39:59
	10:57:06
	10:57:11

	3
	16:38:32
	16:38:38
	10:57:52
	10:57:57

	4
	16:37:29
	16:37:48
	10:58:41
	10:58:46

	5
	16:34:05
	16:34:12
	10:59:26
	10:59:31

	6
	16:43:00
	16:43:06
	11:00:12
	11:00:17

	7
	16:44:22
	16:44:34
	11:00:51
	11:00:56

	8
	16:45:33
	16:45:37
	11:01:36
	11:01:42

	9
	16:46:26
	16:46:32
	11:02:40
	11:02:46

	10
	16:47:21
	16:47:27
	11:03:20
	11:03:25

	11
	16:49:15
	16:49:20
	11:04:12
	11:04:17

	12
	16:50:10
	16:50:16
	11:04:51
	11:04:55

	13
	16:51:18
	16:51:24
	11:06:13
	11:06:19

	14
	16:51:37
	16:51:41
	11:06:57
	11:07:01

	15
	16:53:17
	16:53:22
	11:07:53
	11:07:57

	16
	16:53:56
	16:54:01
	11:08:26
	11:08:30

	17
	16:54:41
	16:54:45
	11:09:09
	11:09:16

	18
	16:55:22
	16:55:27
	11:09:56
	11:10:03

	19
	16:56:03
	16:59:07
	11:10:37
	11:10:41

	20
	16:56:43
	16:56:46
	11:11:38
	11:11:42




Table 3. Locations RaPiER data acquisition nodes and serial numbers of components deployed at each location during the Soda Lake field test (Fallon, NV). "DAS" is an acronym for "Digital Acquisition System" and refers to the Reftek digitizer/recorder. Here “GPS” refers to the serial number of the Global Positioning System receiver, which is attached to the DAS.
 
	Station
	Latitude
	Longitude
	Easting (m)
	Northing (m)
	DAS
	Sensor
	GPS
	IP Address

	1
	39.575640
	-118.883420
	338235.52
	4382353.35
	ACC7
	2452
	 
	142

	2
	39.575490
	-118.883130
	338260.08
	4382336.18
	940F
	2543
	3312
	141

	3
	39.575350
	-118.882840
	338284.67
	4382320.12
	A211
	G203
	1936
	139

	4
	39.575200
	-118.882570
	338307.51
	4382302.99
	9D5F
	2433
	1136
	138

	5
	39.575030
	-118.882260
	338333.74
	4382283.56
	9692
	2386
	1752
	137

	6
	39.574890
	-118.881960
	338359.19
	4382267.48
	9960
	K177
	1801
	136

	7
	39.574750
	-118.881660
	338384.63
	4382251.40
	944F
	K120
	1784
	135

	8
	39.574600
	-118.881400
	338406.61
	4382234.29
	909A
	G350
	3014
	134

	9
	39.574440
	-118.881070
	338434.59
	4382215.94
	938D
	K8
	1096
	133

	10
	39.574300
	-118.880810
	338456.60
	4382199.93
	9689
	2365
	2313
	132

	11
	39.574160
	-118.880500
	338482.90
	4382183.83
	9792
	K130
	1946
	131

	12
	39.574000
	-118.880220
	338506.58
	4382165.57
	965F
	2432
	2534
	129

	13
	39.573860
	-118.879920
	338532.02
	4382149.49
	947D
	2411
	1833
	128

	14
	39.573700
	-118.879620
	338557.42
	4382131.20
	9414
	2530
	1087
	127

	15
	39.573550
	-118.879340
	338581.12
	4382114.04
	A041
	2534
	3257
	126

	16
	39.573410
	-118.879050
	338605.71
	4382097.98
	9DDE
	2465
	1008
	125

	17
	39.573250
	-118.878750
	338631.11
	4382079.69
	951A
	K159
	1935
	124

	18
	39.573130
	-118.878460
	338655.74
	4382065.85
	9417
	2596
	1836
	123

	19
	39.572940
	-118.878190
	338678.49
	4382044.27
	9D26
	2381
	1303
	122

	20
	39.572820
	-118.877900
	338703.12
	4382030.43
	913E
	2451
	2021
	121




Table 4. Times of hammer blows during the Soda Lake deployment. All times are Pacific Time (UTC-7 hours). The gain of each DAS was set to 32. We used a 50-lb. steel plate (16” x 16” x 3/4” thick) for the first blow and a polyethylene block (10” x 10” x 1.5”) for the second blow at each shotpoint.


	Friday, 23 June 2017

	Shotpoint
	Shot 1 (metal plate)
	Shot 2      (poly plate)

	1
	18:14:48
	18:14:56

	2
	18:13:29
	18:13:40

	3
	18:12:18
	18:12:22

	4
	18:10:44
	18:10:49

	5
	18:09:32
	18:09:37

	6
	18:08:07
	18:08:11

	7
	18:07:00
	18:07:03

	8
	18:05:38
	18:05:43

	9
	18:04:33
	18:04:39

	10
	18:02:01
	18:03:07

	11
	18:01:49
	18:01:54

	12
	18:00:30
	18:00:36

	13
	17:59:28
	17:59:34

	14
	17:58:18
	17:58:22

	15
	17:57:07
	17:57:13

	16
	17:56:06
	17:56:12

	17
	17:53:56
	17:54:00

	18
	17:52:13
	17:52:18

	19
	17:50:51
	17:50:58

	20
	17:49:28
	17:49:39







Table 5. Correspondence between UTC data and time and processing “hour number” for Soda Lake deployment.  Results shown in figures are compiled and described by “hour number” rather than real time. Table 5 allows the reader to correlate processing results to real-time events and times, such as day vs. night times, changes in a station’s equipment, etc.
	"Hour number"
	UTC date
	UTC time

	1
	23-Jun-17
	00:00:00.005

	2
	23-Jun-17
	01:00:00.005

	3
	23-Jun-17
	02:00:00.005

	4
	23-Jun-17
	03:00:00.005

	5
	23-Jun-17
	04:00:00.005

	6
	23-Jun-17
	05:00:00.005

	7
	23-Jun-17
	06:00:00.005

	8
	23-Jun-17
	07:00:00.005

	9
	23-Jun-17
	08:00:00.005

	10
	23-Jun-17
	09:00:00.005

	11
	23-Jun-17
	10:00:00.005

	12
	23-Jun-17
	11:00:00.005

	13
	23-Jun-17
	12:00:00.005

	14
	23-Jun-17
	13:00:00.005

	15
	23-Jun-17
	14:00:00.005

	16
	23-Jun-17
	15:00:00.005

	17
	23-Jun-17
	16:00:00.005

	18
	23-Jun-17
	17:00:00.005

	19
	23-Jun-17
	18:00:00.005

	20
	23-Jun-17
	19:00:00.005

	21
	23-Jun-17
	20:00:00.005

	22
	23-Jun-17
	21:00:00.005

	23
	23-Jun-17
	22:00:00.005

	24
	23-Jun-17
	23:00:00.005

	25
	24-Jun-17
	00:00:00.005

	26
	24-Jun-17
	01:00:00.005

	27
	24-Jun-17
	02:00:00.005

	28
	24-Jun-17
	03:00:00.005

	29
	24-Jun-17
	04:00:00.005

	30
	24-Jun-17
	05:00:00.005

	31
	24-Jun-17
	06:00:00.005

	32
	24-Jun-17
	07:00:00.005

	33
	24-Jun-17
	08:00:00.005

	34
	24-Jun-17
	09:00:00.005

	35
	24-Jun-17
	10:00:00.005

	36
	24-Jun-17
	11:00:00.005

	37
	24-Jun-17
	12:00:00.005

	38
	24-Jun-17
	13:00:00.005

	39
	24-Jun-17
	14:00:00.005

	40
	24-Jun-17
	15:00:00.005

	41
	24-Jun-17
	16:00:00.005

	42
	24-Jun-17
	17:00:00.005

	43
	24-Jun-17
	18:00:00.005

	44
	24-Jun-17
	19:00:00.005

	45
	24-Jun-17
	20:00:00.005



Table 6. Data metrics for Soda Lake deployment during the live test on 23-24 June 2017. Stations 1-7 and 10 dropped telemetry at some point (stations 1, 2, 5, 6, 7, and 10 could not maintain their connections from the beginning of this test, although they had succeeded during parts of the previous two days. Stations  Stations 6 and 10 also experienced power issues. Stations that did not experience power failures created, on average, 99.9% of RTP files for data they recorded. Stations that did not experience power failures or telemetry drop inserted an average of 92.5% of recorded data into Cassandra. 

	Station
	IP Address
	Start time (UTC on 23 June 2017)
	End time (UTC on 24 June 2017)
	% RTP Files Created
	% RTP Data Inserted into Cassandra
	% Data Processed by MSNoise in Real Time

	20
	121
	23:00
	19:00
	100.0
	90.3
	100%

	19
	122
	23:00
	19:00
	100.0
	88.9
	100%

	18
	123
	23:00
	19:00
	99.6
	89.9
	100%

	17
	124
	23:00
	19:00
	99.6
	88.4
	100%

	16
	125
	23:00
	19:00
	99.6
	88.3
	100%

	15
	126
	23:00
	19:00
	99.6
	92.6
	100%

	14
	127
	23:00
	19:00
	99.6
	85.7
	100%

	13
	128
	0:00
	19:00
	99.6
	95.1
	95%

	12
	129
	0:00
	19:00
	100.0
	96.7
	95%

	11
	131
	0:00
	19:00
	100.0
	98.6
	95%

	10
	132
	0:00
	19:00
	79.6
	0.0
	0%

	9
	133
	0:00
	19:00
	100.0
	97.1
	95%

	8
	134
	0:00
	19:00
	100.0
	98.5
	95%

	7
	135
	0:00
	19:00
	100.0
	0.0
	0%

	6
	136
	 
	 
	26.4
	0.0
	0%

	5
	137
	0:00
	19:00
	100.0
	0.0
	0%

	4
	138
	0:00
	8:00
	100.0
	100.0
	40%

	3
	139
	0:00
	8:00
	100.0
	100.0
	40%

	2
	141
	0:00
	19:00
	100.0
	0.0
	0%

	1
	142
	0:00
	19:00
	100.0
	0.0
	0%
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	PhD Student
	Frank_Sepulveda@baylor.edu

	Joseph Soloman Thangraj
	PhD Student
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	Tim Meredith
	Technician
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Figures

Figure 1. Location of the Eastland Lakes test site (Baylor University, Waco, TX).
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Figure 2. RaPiER array configuration at Eastland Lakes deployment site (Baylor University, Waco, Texas). Station numbers appear above each acquisition node; IP addresses (last three numerals) appear below each node. Data are acquired by the RaPiER nodes and inserted into Cassandra, which aggregates data at Data Center #2, where it maintains identical, up-to-date copies of the data. These data are accessed by the Seismic Analysis Node (150), where MSNoise performs cross-correlation and stacking functions. These functions must be separated because the Raspberry Pi 3 Model B has a total complement of 1 GB RAM, which is not quite enough to accommodate these processes when running simultaneously in a single node. If future versions of the Raspberry Pi include more RAM, the design could be simplified. Two GB of RAM would likely be sufficient.
[image: Macintosh HD:Users:jay_pulliam:Documents:DOE_RaPiER_SodaLakeNV:EastlandLakesTX.jpg]

Figure 3. RaPiER array data acquisition and processing workflow for the field tests at Eastland Lakes (Waco, TX) and Soda Lake (Fallon, NV). See text for further details.
[image: ]

Figure 4. Sample of raw Reftek-format (RTP) files recorded during the Eastland Lakes deployment. RTP files are closed and transferred to the Raspberry Pi’s solid state drive every five minutes at time intervals that are staggered to balance network traffic. There they are uploaded to Cassandra.
[image: Macintosh HD:Users:jay_pulliam:Jay:Funding:Dept of Energy:NETL 2016:Report - Phase 1:EastlandLakes-RawExample.jpg]

Figure 5. Shot gather for hammer blows at station 13 at Eastland Lakes (see Table 2 for shot times). The station spacing is 15 m. The straight lines indicate direct arrivals of a compressional wave with velocity 520 m/s at left and a shear wave with velocity 320 m/s at right. These arrivals suggest Vp/Vs equal to 1.62.
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Figure 6 (a-s). Green’s functions (also called “virtual source gathers”, referred to here as VSGs) are produced automatically after each hour of data acquisition by the RaPiER array at Eastland Lakes. Shown below are VSGs for each virtual source (i.e., each station location) after 25 hours of data acquisition at Eastland Lakes (Waco, TX). The source location is indicated at the top of the figure and by the 0.0 location on the x-axis. The distance of each station from the virtual source location is indicated on the x-axis as “offset”.  The y-axis refers to time lag (and is offset by +10 s): 10 s corresponds to zero lag, 0 s corresponds to -10 s, and 20 s refers to +10 s lag. Virtual source gathers are sometimes folded about the zero time lag but we prefer the unfolded presentation because it gives a sense of the directionality of the approaching waves. Waves that approach from and off-axis direction are expected to cancel out, but waves that traverse the array along its axis in opposite directions will stack to opposite sides of the zero time lag (i.e., a wave traveling from, for example, left to right will have negative time lags for the virtual source at right while a wave traveling from right to left will have positive time lags for the virtual source at the right).
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Figure 7. Location of Soda Lake test site (Fallon, NV).
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Figure 8. RaPiER array configuration at Soda Lake (Fallon, NV). Station numbers appear above each acquisition node; IP addresses (last three numerals) appear below each node. See the caption in Figure 2 for more details.
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Figure 9. Sample of raw Reftek-format (RTP) files recorded during the Soda Lake, NV deployment. 
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Figure 10. Shot gather for hammer blows at station 11 at Soda Lake Geothermal Field (see Table 4 for shot times). The station spacing is 30 m. Station 6 malfunctioned due to extremely high temperatures. Straight lines indicate the direct arrivals of a compressional wave with a velocity of 270 m/s and a shear wave with a velocity of 167 m/s, resulting in a Vp/Vs of 1.61.


[image: Macintosh HD:Users:jay_pulliam:Jay:Funding:Dept of Energy:NETL 2016:Report - Phase 1:Fallon-Shot@131[1].jpg]

Figure 11 (a-t). Virtual Source Gathers produced after 45 hours of data acquisition by the RaPiER array at Soda Lake (NV). The correspondence between station locations and IP addresses are shown in Figure 7 and Table 3. Note that IP addresses 130 and 140 are not used. Figure conventions are as in Figure 5. See the text for a discussion of the figures.
[image: Macintosh HD:Users:jay_pulliam:Jay:Projects:DOE_RaPiER:SodaLake:Final_Plots_20170727:Virtual_Source_121_hour_45.png][image: Macintosh HD:Users:jay_pulliam:Jay:Projects:DOE_RaPiER:SodaLake:Final_Plots_20170727:Virtual_Source_122_hour_45.png]a) Station 20 after 45 hours.

b) Station 19 after 45 hours.



[image: Macintosh HD:Users:jay_pulliam:Jay:Projects:DOE_RaPiER:SodaLake:Final_Plots_20170727:Virtual_Source_123_hour_45.png]c) Station 18 after 45 hours.


d) Station 17 after 45 hours.
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[image: Macintosh HD:Users:jay_pulliam:Jay:Projects:DOE_RaPiER:SodaLake:Final_Plots_20170727:Virtual_Source_125_hour_45.png][image: Macintosh HD:Users:jay_pulliam:Jay:Projects:DOE_RaPiER:SodaLake:Final_Plots_20170727:Virtual_Source_126_hour_45.png]
e) Station 16 after 45 hours.

f) Station 15 after 45 hours.


[image: Macintosh HD:Users:jay_pulliam:Jay:Projects:DOE_RaPiER:SodaLake:Final_Plots_20170727:Virtual_Source_127_hour_45.png]g) Station 14 after 45 hours.

h) Station 13 after 45 hours.
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[image: Macintosh HD:Users:jay_pulliam:Jay:Projects:DOE_RaPiER:SodaLake:Final_Plots_20170727:Virtual_Source_129_hour_45.png][image: Macintosh HD:Users:jay_pulliam:Jay:Projects:DOE_RaPiER:SodaLake:Final_Plots_20170727:Virtual_Source_131_hour_45.png]
i) Station 12 after 45 hours.

j) Station 11 after 45 hours.


[image: Macintosh HD:Users:jay_pulliam:Jay:Projects:DOE_RaPiER:SodaLake:Final_Plots_20170727:Virtual_Source_132_hour_45.png]k) Station 10 after 45 hours.

l) Station 9 after 45 hours.
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m) Station 8 after 45 hours.

n) Station 7 after 45 hours.


[image: Macintosh HD:Users:jay_pulliam:Jay:Projects:DOE_RaPiER:SodaLake:Final_Plots_20170727:Virtual_Source_136_hour_45.png]p) Station 5 after 45 hours.

o) Station 6 after 45 hours.
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[image: Macintosh HD:Users:jay_pulliam:Jay:Projects:DOE_RaPiER:SodaLake:Final_Plots_20170727:Virtual_Source_138_hour_45.png]q) Station 4 after 45 hours.

r) Station 3 after 45 hours.
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[image: Macintosh HD:Users:jay_pulliam:Jay:Projects:DOE_RaPiER:SodaLake:Final_Plots_20170727:Virtual_Source_142_hour_45.png]s) Station 2 after 45 hours.
t) Station 1 after 45 hours.
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